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Abstract Rapid and reliable estimation of population
size is needed for the efficient monitoring of animal
populations of conservation concern. Unfortunately,
technical advances in this area have not been paral-
leled in uptake in conservation, which may be due to
difficulties in implementation or the lack of general
guidelines for application. Here we tested five different
methods used to estimate population size [capture–
mark–recapture (CMR), finite-mixture models, model
averaging of finite-mixture models, accumulation curve
methods (ACM), and the line transect method (LT)]
using extensive capture–recapture data of the giant
day gecko (Gekkonidae, Phelsuma madagascariensis
grandis, Gray 1870) at the Masoala rainforest exhibit,
Zurich Zoo. When the complete data were analyzed
[30 sessions (and 27 sessions for the LT)], all methods
except the LT produced similar estimates of popula-

tion size. The simple ACM gave a small coefficient of
variation (CV), but did not cover the most likely value
of population size at moderate sampling effort. Nev-
ertheless, the ACM was the only method that showed
a reasonable convergence when subsets of data were
used. CMR and Pledger models included the reference
value in their confidence intervals (CI) after 25 and 30
sessions, respectively. Although model averaging did
slightly improve the estimate, the CV was still high for
the full dataset. Our method of using subsets of data
to test the robustness of estimates is simple to apply
and could be adopted more widely in such analyzes to
evaluate sensitivity to method of evaluation. In con-
clusion, simple accumulation methods showed similar
efficiency to more complex statistical models, and are
likely to be sufficiently precise for most conservation
monitoring purposes.

Keywords Capture–mark–recapture Æ Finite-mixture
models Æ Model averaging Æ Accumulation curve
method Æ Line transect method Æ Method comparison

Introduction

Over the last 40 years capture–mark–recapture (CMR)
theory and accumulation curve methods (ACM), also
called rarefaction, have been a field of intense research,
with the goal of improving estimates of density and
abundance in biological populations (Kohn et al. 1999;
Schwarz and Seber 1999; Buckland et al. 2001; Williams
et al. 2002; Lukacs and Burnham 2005; Petit and Valiere
2006). These methods, based on numerous theoretical
assumptions, have been used for a wide range of animal
taxa to estimate population size and demographic
parameters (e.g., Palsbøll et al. 1997; Schaub et al. 2001;
Eggert et al. 2003; Silver et al. 2004). Their implemen-
tation is now supported by freely available computer
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programs such as MARK and CAPTURE (White and
Burnham 1999). In herpetology, CMR methods are of-
ten used (e.g., Wood et al. 1998; Freilich et al. 2000;
Tyrell et al. 2000; Savarie et al. 2001; Gruber and Henle
2004) but validation of population estimates has rarely
been attempted.

As research in this field is dynamic, new methods
are regularly developed and old ones improved (e.g.,
Coull and Agresti 1999; Chao et al. 2000; Yip et al.
2000; Chao 2001; Pledger 2005). As such, ecologists
are faced with a ‘‘moving target’’ problem of choosing
the most adequate method for their purpose. For
effective monitoring of animal populations, especially
those of conservation concern that are usually difficult
to monitor, the most efficient sampling regime must be
identified (e.g., number of re-sampling sessions). Yet
because there is no standard way of estimating pop-
ulation size from capture–recapture data, validation
exercises are necessary to understand how a statistical
estimator compares to the true population size. One
way to validate an estimator is against a proven ref-
erence value (i.e., a direct count of total population
size). An individual census, however, is extremely
difficult to achieve under natural conditions and, thus,
rigorous tests of different methods with field data are
scarce.

We tested five different methods, CMR, Pledger’s fi-
nite-mixture models, model averaging based on the
Pledger models, ACM, and LT on a realistic and well-
studied model species, the arboreal giant day gecko
(Gekkonidae, Phelsuma madagascariensis grandis, Gray
1870). In an intensive capture–recapture study, we con-
ducted 30 recapture sessions (and 27 sessions for LT) in
the Masoala rainforest exhibit, Zurich Zoo, and used the
individual color patterns of this gecko species for photo
recognition. Due to the high number of sampling ses-
sions, this study is based on an unusually good dataset.
Moreover, it is a captive population and, therefore, we
can be sure that the closed population assumption is
valid. However, the dataset is comparable to natural
conditions because of the dimensions of the Masoala
rainforest exhibit; it is currently the second largest
tropical exhibit in the world. Additional variation in the
dataset results from time-dependent variation in re-
capture rates (obvious dependence of gecko activity on
daily weather) and the photographic capture method (it
is harder to spot and photograph juvenile compared to
adult geckos).

The aim of this study was to identify the most
efficient method of estimating the size of this gecko
population, as an exemplar for field monitoring of
arboreal lizards. For the method assessment, we firstly
calculated the coefficient of variation (CV) for the full
data set, to evaluate the achieved precision. We then
compared the performance of different methods with
subsets of the data to test the theoretical expectation
that differences between methods in population size
estimation should become smaller when sample sizes
increase.

Materials and methods

Study area and species

The Masoala rainforest exhibit of Zurich Zoo covers an
area of almost 11,000 m2 and has a height of 35 m.
More than 45 animal species of different taxa and over
35,000 individual plants have been kept here under semi-
natural conditions since 2003 (Furrer et al. 2006).

The giant day gecko (Phelsuma madagascariensis
grandis) is a tropical reptile naturally occurring in the
northern part of Madagascar. As this species shows only
slight sexual dimorphism (males are longer and have a
larger head-width than females; Hallmann et al. 1997), it
was impossible to sex adults without catching them. We
classified juveniles as 1/3 total length of an adult (i.e.,
30 cm; Henkel and Schmidt 1991). Although this gecko
species is known to be territorial, there are no studies
available on the exact territory size. The study popula-
tion shows realistic density-dependent spatial distribu-
tion (Wanger et al. in press) and stop-and-go behavioral
patterns (some individuals move around and then stop
for some days in a territory before moving on to an-
other; Furrer et al. 2006).

Photo-recognition for individual identification

We used the distinctively different color patterns of each
gecko (shining-green ground color with a dorsal pattern
of red dots and/or lines) for individual photo recogni-
tion, thus avoiding the need for disruptive handling and
invasive marking techniques. Photo-recognition has
successfully been applied to numerous aquatic and
terrestrial species over different periods of time (e.g.,
Miranda et al. 2005; Grafe et al. 2006; Speed et al. 2007;
Van Tienhoven et al. 2007). However, concern was
raised about the probability of misidentification result-
ing from (1) poor photo quality, (2) lack of distinctive-
ness such as obvious and readily recognizable marks,
and (3) a lack of mark stability over time that may lead
to an obvious bias when estimating demographic
parameters (Stevick et al. 2001). In order to minimize
these biases, we firstly only used photographs, where at
least two-thirds of the dorsal pattern was clearly visible
(i.e., the individual in the picture for identification was
filling out the whole picture). Secondly, marks of this
gecko species comprise homogeneous red dots on a
shiny green background, which are highly distinctive
and easily recognizable. And finally, based on the liter-
ature (Hallmann et al. 1997), statements from various
keepers of this species (T.C. Wanger, pers. comm.), and
our own observations (we did not find changes in color
pattern in any of the 18 shedding individuals observed
and we could successfully re-identify ten geckos that
were photographed before released into the exhibit in
2003) we can assume that loss of marks induces little
bias, if any. In addition, newly taken pictures were
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matched independently without any contradictions by
two persons to the available pictures. Therefore, al-
though there is the possibility for a potential bias, we
consider it to be minimal.

Sampling protocol

For CMR and LT sampling, we used five individual
transect lines of 75 m each along the established foot-
paths that were randomized for CMR in sampling se-
quence before each sampling session. The combination
of all transects after each sampling session resulted in a
single transect line of 375 m length and a width of 5 m
each side, giving a representative picture of the hetero-
geneous exhibit area (�39.5% of the total exhibit area
was sampled, if the area of water bodies is subtracted;
see Fig. 1). After a 1-week pilot study, we carried out 30
and 27 sampling sessions for CRM and LT, respectively,
in the following 3 weeks with two people. We chose two
time slots from 10 to 12 h and from 15 to 17 h as we
found the geckos to be most active during these times in
the pilot study. For each person, sampling was inter-
changed daily between the morning and afternoon ses-
sion (sampling time 1 h), because we always conducted
LT sampling in parallel.

Tested methods

We chose five different methods to estimate population
size that all allow heterogeneity in the capture–recapture
data: (1) the still commonly used program CAPTURE
(Otis et al. 1978) and its implemented selection proce-
dure for choosing the most appropriate model, (2) the
recent finite-mixture model of Pledger (2000), (3) an
extension based on Pledger’s models, using model

averaging for estimating population size based on the
Akaike’s information criterion (AIC; Burnham and
Anderson 2001), (4) the accumulation curve method
(Kohn et al. 1999), to date used mainly for estimating
population sizes from recaptures of genetic markers and
for estimation of species richness, and (5) the line tran-
sect method implemented in the program DISTANCE
(Buckland et al. 2001), which is also based on AIC to
choose the most parsimonious model regarding the fit of
the detection curve.

Each method allows for ‘‘fine-tuning’’ based on
additional information (e.g., covariates such as size or
information on weather data, to constrain capture rates
in CMR or line transect data) that is sometimes avail-
able. However, this type of additional information is not
always at hand and many non-specialist users are not
fully familiar with these possibilities. We, therefore, used
only the ‘‘raw’’ methods to estimate population size for
further testing of robustness and applicability of these
methods to non-professional users and standard data
sets.

We used two ways to evaluate the performance of
these methods. The first was the CV: the degree to which
a set of data points varies relative to the mean. We
calculated the CV, which can be used to assess the pre-
cision of the sampling technique, for the full data set. It
should be below 20% for most management activities
(Krebs 1998). A second way to analyze the effectiveness
and efficiency of different methods was to use subsets of
the data. We used the recapture data from the first 5, 10,
15, 20, and 25 sessions, respectively, and then compared
it to the estimate derived from the full data set (30 ses-
sions). This evaluation is based on the assumption that
different estimates of principally unbiased methods
should result in similar estimates when an extensive
dataset is used (see e.g., Brook and Kikkawa 1998).

CMR methods

For the CMR analysis we used the program CAPTURE
that includes seven different models to estimate popu-
lation size in closed populations to deal with heteroge-
neity in recapture rates. The three possibilities of
variation are time-dependence (modelMt), trap response
(model Mb) and individual variation (model Mh). We
used the implemented selection procedure of CAP-
TURE, based on a number of simulated datasets, a
combination of v2 tests, and a regression approach, to
choose between models.

ClosedCMRmodel assumptions are as follows: (1) the
population is closed—this assumption is not violated as
we conducted our study on a captive population. We did
not cover the whole area (seemap of the enclosure, Fig. 1)
and, therefore, were probably not able to capture all
individuals. This leads to a population estimate that
covers only the individuals which have a principle capture
probability above zero (territorial individuals next to the
transect and floating individuals). Therefore, the estimate

Fig. 1 Map of the Masoala rainforest exhibit showing the transect
(black line) with transect width (light grey area around the transect
line) and water bodies (dark grey areas). Scale bar = 10 m
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is likely to be negatively biased for the whole population,
but as this bias is the same for all tested methods the
estimates should be still comparable. Due to a short
sampling period (3 weeks) in comparison to the expected
live span of the animals (geckos are known to have an
exceptional long life span, seeBannock et al. 1999) and the
exclusion of newborns, we assume no demographic pro-
cesses to occur. (2)No loss ofmarks over the entire sample
period—this assumption is not violated as we used photo-
recognition to identify individuals (for further details see
photo-recognition section above). (3) Marked and un-
marked individuals mix completely between sampling
sessions—since some individuals are territorial whilst
others are not, this assumption is certainly broken; how-
ever, dealing with methods that can well account for
heterogeneity in the data, violation of this assumption
should not cause enormous problems. (4) No marking/
trap specific reactions such as trap happiness or trap
shyness—we do not need to take this assumption into
account, as we did not use physical markings and animals
are used to visitors. (5) Catchability does not vary within
individuals—presumably this assumption is violated as
neither all animals had their territories within the same
distance to the transect line nor was the position on the
plants equally easily detectable. (6) There is equal catch-
ability of each individual in every sample session—this
assumption is not violated. Even though weather condi-
tions change and are strongly correlated with sightings of
geckos (Kitchener et al. 1988; Henle 1990; Furrer et al.
2006), they do affect all individuals equally in all sampling
sessions. However, assumption (4), (5), and (6) can be
relaxed by using the appropriate modelsMb,Mh, andMt,
respectively, to account for variation in recapture prob-
ability.

Pledger’s finite-mixture models

Pledger (2000) suggested additional models that allow
for heterogeneity in the capture–recapture probabilities.
The basic idea is, that there are unknown groups of
animals (mixtures), for example territorial versus non-
territorial animals, age, or gender (if sex cannot be
determined during capture), that differ in their capture
rates. We used the Pledger models (included in the
program MARK; White and Burnham 1999) allowing
for two mixtures; hence, in these models an additional
parameter is estimated that describes the probability of
an animal being in mixture one or two. The number of
mixtures has to be assumed beforehand, but when test-
ing an additional number of mixtures, we found similar
results. When we tested for the effect of age (juvenile vs.
adult) and territorial versus floater (i.e., mean distance
moved between captures) on capture probability, we
found that only age had an almost significant effect
(P=0.06) on capture probability. This might explain
why two mixtures resulted in the most parsimonious
model (i.e., the lowest AIC value).

Model averaging

Estimating population size using only the Kullback–
Leibler best model (as inferred from AIC) will
inevitablyresult in a biased measure, because model
selection uncertainty is not incorporated in the estimate
(Burnham and Anderson 2001). To overcome this
problem, we used the complete set of candidate models
to estimate population size, using model averaging
based on AIC weights (essentially, proportional likeli-
hood), indicating the appropriateness of each model
(Burnham and Anderson 2001). We used the standard
set of Pledger’s mixture models, allowing for time-
dependence in capture and/or recapture probabilities.
This includes the most commonly used models in the
capture–recapture framework (models M0, Mb, Mt, Mh,
and their combinations). Some of the models do not
allow population size to be estimated unless they are
constrained (e.g., Mtbh); these were excluded from the
model averaging procedure.

Accumulation curve method

The principle of the ACM method is to fit the cumula-
tive number of recorded individuals to the number of
sampling sessions (see Colwell and Coddington 1994 for
a review). The asymptote of the curve is then an esti-
mation of the total individual number present in the area
(Petit and Valiere 2006). Accumulation data can be fit-
ted to various equations. After testing several of these
equations and obtaining similar results, we applied the
most commonly used one (proposed by Kohn et al.
1999), y ¼ ax=ðbþ xÞ, where y is the cumulative number
of individuals captured until the xth session. a is the
quantity of interest, hence the asymptotic number of
individuals and b is the half-saturation parameter but
has no actual biological interpretation (b is related to the
decrease of the slope of the asymptote). A standard non-
linear regression-based least-squares was used to esti-
mate a and b. We then used the standard error of the
fitted model parameter a to calculate the coefficient of
variation (CV) for 30 sampling sessions.

Line transect methods

The main difference between CMR and LT is that there
is no need to individually recognize animals in the latter
method. As an underlying idea, LT methods estimate the
density of animals in a strip by plotting number of
sighted animals against distance from the transect line.
By fitting a curve to the observed frequencies, the
probability of detecting all sampled animals (analogous
to the capture rate in CMR methods) per sampled area
can be estimated. Specifically, the following assumptions
have to be met: (1) Individuals located directly on the
transect line are always detected—as the well-established
footpaths in the exhibit were used as a sampling line, we
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can be sure that this assumption is not violated. (2)
Animals were detected prior any movement away from
their original location due to the observer—this
assumption is not violated as geckos in the Masoala
exhibit are used to visitors, have a short flight distance
(<2 m), and were never approached any closer. (3)
Distances are measured correctly—we used a tape-
measure to determine radial distances to the nearest
centimeter. LT data were analyzed with the program
DISTANCE 5.0 (Thomas et al. 2006). To avoid over-
looking of geckos located further away, we set the
maximum distance to record a gecko to 5 m away from
the transect line. To allow for a comparison of the
estimates of CMR methods, we chose the reference area
to be the complete area of the exhibit (sum of all tran-
sects) · 10 m (5 m distance from the line to each
side) = 3,750 m2.

Results

Capture history

Table 1 gives a detailed summary of the complete cap-
ture dataset for the CRM (see Appendix (Supplementary
material) for the full dataset). Altogether, 167 animals
were ‘‘captured’’ (photo-identified), comprising 65 dif-
ferent individuals in total. Average daily number of
captures was �5.6 animals, leading to an average cap-
ture probability of �5% per session. The frequencies of
captures for individuals were as follows; 31 animals were
captured only once, 11 twice, eight three times, and five
were captured four times. The curve then tails off to only
single animals captured various times, and two animals
captured nine times. Some support for heterogeneity in
recapture comes from the observation that new animals
were still captured (two to three individuals) in the last
few sessions. We can, therefore, assume a high number
of animals with a capture probability close to zero. This
type of low-recovery system is often associated with
difficulties in estimating population size with precision
(Pledger 2005). For the LT data, we recorded 47 dis-
tances in the complete dataset. The best-fitted model for
the detection function was the hazard-rate model with
no adjustment term (Table 2).

Population estimate (N̂ ) and coefficient of variation

All methods showed similar estimates of population size
N̂ (107–112 for the different methods, Table 3) for the
complete data set (30 sessions) except from the LT
method ( N̂ = 66) that differed considerably from CMR
methods. We will, therefore, from now on consider 107–
112 animals as the reference value for the most likely
population size for comparing the four CMR methods.
The coefficient of variation is below 0.2 for all methods
except for Pledger’s finite-mixtures, with and without
model averaging. The most precise estimate, with the
lowest CV (only around 1% for the full data set), is that
of the ACM.

We assessed lumping effects by pooling 6 days into
one sampling session because even using 15 sampling
sessions as subsets of the total data (see next section) is
more than in most field experiments. Pooling slightly
reduced the CV for the capture models whilst the CV for
the other models was marginally higher. The estimate of
N̂ did not change much with the capture models showing

Table 1 Capture–recapture summary of the complete data set

Observation occasion (j) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

n (j) 9 8 3 6 10 2 9 1 6 4 5 4 6 3 3 4 2 8 7 7 5 6 1 2 1 12 10 4 10 9
M (j) 9 13 15 17 22 22 24 24 29 30 31 32 36 37 39 40 40 43 43 47 51 54 55 55 55 58 59 60 63 65
u (j) 9 4 2 2 5 0 2 0 5 1 1 1 4 1 2 1 0 3 0 4 4 3 1 0 0 3 1 1 3 2

Individual animals sighted 1· 2· 3· 4· 5· 6· 7· 8· 9·

f (j) 31 11 8 5 2 1 4 1 2

For the complete dataset see the Appendix (Supplementary material); n (j) = animals sighted; M (j) = cumulative total; u (j) = newly
sighted; f (j) = frequencies; j = observation occasion

Table 2 Summary of line transect data

Interval (m) Observed values Expected values Chi-square values

0–1 10 11.33 0.157
1–2 12 11.33 0.039
2–3 12 11.33 0.039
3–4 10 10 0
4–5 3 3 0

Total Chi-square value = 0.2353; df = 2. Probability of a greater
Chi-square value (P) = 0.889

Table 3 Population estimates and coefficient of variation for the
full data and for pooling of 6 days into one session

Method Number
of sessions

Population
estimate

Standard
error

Coefficient
of variation

Capture 30 (6) 112 (126) 16.8 (15.3) 0.150 (0.121)
Pledger 30 (6) 110 (116) 32.3 (37.5) 0.293 (0.324)
Model averaging 30 (6) 107 (112) 27.9 (36.3) 0.261 (0.32)
ACM 30 (6) 112 (113) 1.0 (2.0) 0.009 (0.018)
LT 27 66 5.95 0.090

Note the similar estimates of population size; pooled data given in
brackets
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the largest increase from 112 to 126 for 30 sessions (see
Table 3 for a detailed comparison).

Performance of the methods over subsets of data

Coefficient of variation

With an increasing number of sessions, a robust method
should deliver a more precise estimate (lower CV). The
coefficient of variation decreases with increasing sample
size for all methods except for the Pledger finite-mixture
models (Fig. 2). The Pledger CV, with or without model
averaging, remains steady, or even increases, as more
sessions are included in the analysis. The ACM has by
far the smallest CV (<0.01) followed by the LT (<0.1).
The method using CAPTURE falls below the criti-
cal 20% level when sampling effort is 20 sessions or
more, whereas the LT and ACM are already below
this critical value at five and ten sampling sessions,
respectively.

Population estimate

It is important to note here that a small CV does not
necessarily indicate a valid estimate. It may indicate a
faulty estimator; a small CV leads to a small confidence
interval which is more likely not to cover the correct
population size compared to more conservative meth-
ods. For example, the CV of the ACM at session ten is
misleadingly narrow, because the resulting 95% confi-
dence interval (66–83), does not include the reference

value of 107–112 animals (Fig. 3). In general, however,
all of the methods are negatively biased (underestimate
population size) with smaller data sets (Fig. 3). With
increasing sample size, the ACM is the first to level off at
approximately the reference population size, after about
15 sessions. The other methods, however, show a more-
or-less constant increase in population estimate with
higher sampling effort. CAPTURE and Pledger model
do show estimates that are congruent with the ACM
after 30 sessions, but, due to their constant increase, give
no indication that the correct level of population size has
been reached.

The estimates for LT are lowest for all subsamples
except from the 25 session subsample. For the full data
set, the LT population estimate is considerably lower
compared to CRM (66 and 107–112, respectively).

Discussion

Comparing LT and CMR

During the sampling period, line transect data (see
Buckland et al. 2001) were also obtained. LT data are
different from CMR data in that no marking of indi-
viduals takes place. This may be imperative in circum-
stances where the marking of individuals is practically
difficult. An interesting result of our study is the differ-
ence in estimates of population size between CMR
methods ( N̂ = 106–112) and the LT method ( N̂ = 66),
when using the full data set. However, this difference has
to be considered with caution and on the basis of the two
different approaches these methods use. Although both
methods estimate population size, LT estimate density in
the first place and, hence, to obtain a population size

Fig. 2 Coefficient of variation for all tested methods over the time
period of sampling. The first, second, third, fourth, and fifth cluster
of dots represents 5, 10, 15, 20, and 25 subsets of the sampling data,
respectively; the sixth cluster represents the full dataset of 30
sampling sessions (27 sampling sessions for LT). The abbreviations
Capture, Pledger, Model averaging, ACM, and LT refer to the
models implemented in the program CAPTURE, Pledger’s finite-
mixture model (Pledger 2000), model averaging based on Akaike’s
information criterion, the accumulation curve method, and line
transect method (LT), respectively, that were used to estimate
population size

Fig. 3 Comparison of population size estimates of all tested
methods. Estimates including standard error bars are shown for
complete and subsets of the sampling data represented by each
cluster of dots (for explanation see Fig. 2) over the period of time
sampled. Capture, Pledger, Model Averaging, ACM, and LT refer
to the methods used to estimate population size in this study (see
also Fig. 2)
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estimate, density must be multiplied by the reference
area (here 3,750 m2). On the contrary, the CMR data
estimates population size of all geckos having a capture
probability bigger than zero. As capture effort was re-
stricted to transect lines, animals having their territory
far away from the transect line will never be captured.
These animals will not be included in the CMR-based
population size estimate.

If we use the entire area of the rainforest exhibition as
reference area for the LT data, we estimate N̂ = 164
(confidence interval = 137–197), which is considerably
higher than the estimate from the CMR data. If we
consider this estimate as valid for the whole exhibit, then
this hints that indeed some animals are missed by the
CMR methods.

As all CMR methods use the same kind of data, the
resulting bias is the same for all CMR methods and,
therefore, estimates are comparable. In contrast, bias for
the LT is different and, hence, the estimates of both
method types are not comparable.

Comparing CMR methods

Reassuringly, when applied to the full 30-session data set,
all CMR methods showed similar point estimates of
population size. Nevertheless, the methods differed
strongly in thewidth of the confidence interval, sometimes
resulting in an unrealistic estimate of precision (e.g.,
ACM).Allmethods underestimated population sizewhen
the sampling effort was small. Theory suggests that an
underestimation of population size is always to be ex-
pected if there is heterogeneity in capture probability.
When animals are always missing, capture probability of
some individuals will drop close to zero (Pledger 2000). In
our dataset, this is clearly the case because some new
animals are still detected beyond sessions numbered
above 25 (recall that this is a closed population, so these
animals were all present but unobserved at the first cap-
ture session). The simple accumulation curve method
gives a good result under these conditions, but does not
include the ‘‘true’’ population size before a sampling effort
of 25 sessions is reached. The capture models approach
the reference value (107–112 animals) more slowly, but
also cover the reference value, with their broader confi-
dence intervals, after 25 sessions. Note that the minimum
population size is 65 individuals as this is the number of
individuals captured and, hence, the Pledger model and
model averaging methods do severely underestimate
population size with lower sampling effort. Therefore, the
best selected model of Pledger and also the Pledger
method based on model averaging show only useful esti-
mates when the full data set is used.Model averaging does
slightly improve the estimate (lower standard error and
smaller confidence interval), but the CV is still higher than
0.2 for the full dataset and, therefore, is not useful in a
monitoring context.

Since our sampling period was relatively short, the
difference in population estimates with respect to

sampling times may also result from homogenization of
marked/unmarked individuals. Pooling of the data in
fewer blocks of time should then result in different
population estimates and CVs—in our case, however,
pooling did not change the results.

Depending on the goal of a given population study,
we can give different recommendations from this eval-
uation. The simple ACM should be tested further, ide-
ally with data where the census population size is
known, as it is not clear which form of asymptotic curve
is linked to which type of capture heterogeneity (Petit
and Valiere 2006). If the aim of the wildlife manager had
been simply to monitor whether a population remained
above its initial state of 60 animals, any of the methods
could be used (having accumulating at least 25 sessions).
Conversely, if the aim was monitoring population size
with the aim of detecting a 10% difference compared to
a reference size, then none of the methods except the
ACM could be used. Estimates based on the program
CAPTURE performed better than the Pledger’s models,
although the latter are said to perform well in studies
with high heterogeneity.

Further rigorous testing of the methods with field
data should clearly be undertaken to improve under-
standing of the context within which each method is
most suitable. Our approach of using subsets of data to
understand if and when estimates of population size le-
vel off should be further explored since it could serve as
an alternative route to quantifying confidence in on-
going monitoring estimates. Moreover, we would
encourage development of software that combines dif-
ferent methods of estimating population sizes (and also
facilitates analysis of subsets of data), to see if/when
methods do converge to a common estimate. Such an
approach is already underway for the program DIS-
TANCE, where CMR techniques can only be imple-
mented to a limited extent in a mainly line transect
oriented ‘‘environment’’ (Buckland et al. 2001 and later
Web updates). Simulation of data can assist in this
process, but would be less helpful in choosing the right
method for a set of field data.

Moreover, it would be interesting to understand the
more general reasons for underlying differences in the
observed method performances. This, however, re-
quires a lot more model testing (using realistic simu-
lation approaches and alike) as it has been used for
simulated data and species richness estimators (e.g.,
Walther and Moore 2005 and references herein). Note
that explaining the overall differences between meth-
ods and how heterogeneity is treated between the
models does not help much as the overall performance
strongly dependent on the nature of the data. We used
field data as simulated data often does not reflect real
field data (e.g., being based on specific assumption on
the distribution of recapture probabilities or enormous
sampling effort). Assessment of general performances
is not a qualitative task on itself, as most of the
assumptions and their violations do bias the estimate
in opposite directions and, therefore, cannot be solved
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by thoughtful arguments alone. Future studies using
field data will facilitate a meta-analysis to provide
more general insights to evaluate method performance
and, hence, allow for more user-friendly recommen-
dations. However, at present, such an analysis is still
lacking due to unavailability of comprehensive sets of
field data (i.e., ‘‘over-sampled’’ and with a roughly
known population size).

We argue that scientists focused on the development
of methods of statistical inference should endeavor to
simplify, where possible, the application of existing
techniques to give wildlife managers user-friendly step-
by-step recommendations on how population estimates
should be performed. We are fully aware that further
simplification carries the danger of using inappropriate
methods for the wrong type of data, but the negligence
of scientists to simplify the application of their methods
has led to a wide gap between advancing theory and
methods, and its actual use by most wildlife managers.
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